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A technique to partially gauge vector potential formulations represented by second order edge basis functions is presented. The 
eliminated edges are locally defined and form a part of a tree of the graph defined by the finite element mesh. Hence, the curl of any 
vector potential spanned by the edges of the mesh can be represented as the curl a vector potential function supported by the retained 
edges. The resulting finite element equation system with a reduced number of degrees of freedom is well conditioned and, as illustrated 
by a numerical example, its iterative solution is significantly faster than that of the full system.   
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I. INTRODUCTION 
HE ALGEBRAIC equation systems resulting from the 
discretization of vector potential curl-curl equations by 

edge basis functions are known to be singular. The reason is 
that the curls of the edge basis functions are linearly 
dependent. 

 The usual way to eliminate the singularity is to set the 
degrees of freedom corresponding to the edges belonging to 
any spanning tree of the graph defined by the finite element 
mesh to zero (tree-gauge, [1]). However, the resulting system 
is well known to be ill conditioned, making the application of 
iterative Krylov-types methods infeasible [2]. This is in 
contrast to the singular full system which can be solved 
relatively fast by conjugate gradient methods, provided the 
right hand side is consistent [3]. 

In the present paper, a technique of setting less degrees of 
freedom to zero than the number of tree edges is proposed for 
the case of second order edge based functions being used. The 
resulting set of equations is still singular, but, in addition to 
involving less degrees of freedom than the full system, it is 
well conditioned and can be solved fast using iterative 
techniques. 

II. TREE-GAUGE 
In order to establish the notations, the idea of tree-gauging 

is reviewed briefly [1]. Let E denote the set of all ne edges ej in 
a finite element mesh. Any vector potential function A can be 
approximated on the mesh as 
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with Aj denoting the degree of freedom corresponding to ej, 
i.e.  
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 and Nj being the edge basis function associated with ej, i.e. 
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where dij is the Kronecker symbol. Selecting a spanning tree T 
in the graph defined by E, ej can be classified as a tree edge: 

je T∈ or as a co-tree edge: je C∈  where C is the set of co-

tree edges, i.e. T C E∪ = . Ah can now be split as 
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Obviously, tree
hA is a gradient function, i.e. there exists a scalar 

function u so that 

  tree
h u= ∇A .  (5) 

The appropriate function u can be constructed as 
i
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where N is the set of all nn nodes ni in the finite element mesh, 
ui are the nodal values and Ni the node basis functions 
satisfying ( )i k ikN n δ= . Indeed, the values ui can be set so that 

2 1j j jA u u= − for all je T∈ pointing from node j1 to j2, since T 

connects all nodes without forming a loop. In view of (5), 
setting tree

hA to zero does not change the curl of Ah, i.e. 
co tree

h h
−=A A is an appropriate gauge. In addition, the curls of 

the edge basis functions associated with the co-tree edges 
(numbering ne-(nn-1)) are linearly independent and, hence, the 
finite element system matrix is nonsingular. 

III. PARTIAL TREE-GAUGE 
The advantage of tree-gauging is that it reduces the number 

of degrees of freedom and, thus, potentially leads to lower 
computational demand. However, as mentioned, the resulting 
system matrix is ill conditioned and solving the algebraic 
equations by Krylov-type techniques like the method of 
conjugate gradients requires such an enormous number of 
iterations that the gain due to the lower number of degrees of 
freedom is more than offset by the resulting high computing 
time. 
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One reason for the deterioration of the conditioning is that 
the condition number of the reduced element matrices is much 
higher than for the full element matrix as illustrated for second 
order hexahedral elements in [4]. In addition, the number of 
edges belonging to a spanning tree is very different for each 
finite element, further worsening the overall conditioning. 

The number of degrees of freedom can be reduced by not 
eliminating all edges belonging to a tree, but only some of 
them. If this is done in a way that, on the one hand, the 
condition number of the reduced element matrix is relatively 
low, and, on the other hand, the number of eliminated edges is 
the same for all elements, the resulting reduced system matrix 
will be only slightly worse conditioned than the original full 
one. 

In case of second order edge elements, it is customary to 
introduce mid-side nodes in addition to the corner nodes 
arising in first order elements. This leads to two edges being 
present along a geometrical edge (side) of the element. As an 
example, consider second order hexahedral element with 20 
nodes and 36 edges shown in Fig. 1a [5]. The situation is 
similar in case of the tetrahedral elements with 10 nodes and 
20 edges presented in [6]. For such elements it is 
straightforward to eliminate one of the edges along each 
element side. The remaining 24 edges for the element shown 
in Fig 1a are indicated by thick lines in Fig. 1b. The number of 
edges retained in case of the of the tetrahedral elements of [6] 
is 14. The elimination of these half-side edges can easily be 
carried out globally so that the number of eliminated edges in 
each finite element of the mesh is the same. Indeed, one half 
of each global side will be retained and the other half 
eliminated. 

It is easy to see that the half-side edges thus eliminated 
form a part of a global tree, since no loop in the graph can 
exist which is entirely made up of them. Denoting the set of 
the eliminated edges by H, and that of the retained edges by R, 
the approximation of the vector potential can be split as 
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                      a                                                           b 
Fig. 1. A second order hexahedral element. 
a.: 20 nodes and 36 edges.                       b.: Remaining edges thick. 

The partial tree-gauge amounts to setting half side
h

−A  to zero 
which, obviously, does not restrict the curl of the vector 
potential. However, the curls of the edge basis functions 
corresponding to the edges in R are not entirely independent, 
i.e. the resulting system matrix will be still singular. 
Considering a single element, the rank of the 24x24 element 

matrix in the hexahedral case is 17 (ne=36, nn=20, ne-(nn-
1)=17) and that of the 14x14 element matrix in the tetrahedral 
case is 11 (ne=20, nn=10, ne-(nn-1)=11). As presented in [4], 
the condition number of the element matrix of an undistorted 
second order element shown in Fig. 1a is 6.6625 if no edges 
are eliminated (19 zero eigenvalues), but is as high as 143.07 
if the co-tree edges are retained only (no zero eigenvalue).  In 
contrast, the element matrix of order 24 obtained by 
eliminating the half-side edges has a condition number with 
the modest value of 15.242 (7 zero eigenvalues). 

IV. NUMERICAL EXAMPLE 
To illustrate the effectiveness of using the partial tree-

gauge, TEAM Workshop Problem No. 7 has been meshed 
using the elements shown in Fig. 1a with their number ranging 
between 2,890 and 184,960. The Ar,V-Ar formulation has been 
employed with three different gauging strategies of no gauge, 
partial-tree gauge and tree-gauge. The resulting equations have 
been solved by the ICCG method to achieve the norm of the 
residual vector normalized by that of the right hand side vector 
to fall below 10-6.  The computations have been carried out on 
an Intel(R) i7 CPU@2.93 GHz platform. The computational 
data shown in Table I indicate that the partial gauge is superior 
to using no gauge and much better than full tree-gauging. 

TABLE I 
COMPUTATIONAL DATA 

Elements 
(Hexahedral) 

Gauge No. DoF Iterations CPU time/s 
for solution 

 No 31,826 135 2.2 
2,890 Partial 24,370 154 1.2 

 Tree 22,066 838 5.2 
 No 267,256 228 33.8 

23,120 Partial 202,840 430 30.0 
 Tree 182,149 2,634 144.0 
 No 916,674 413 203.6 

78,030 Partial 693,774 463 111.3 
 Tree 621,274 5,938 1,123.9 
 No 2,190,464 545 643.7 

184,960 Partial 1,655,536 635 380.8 
 Tree 1,480,465 28,244 12,602.4 
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